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Preface
These are the notes of a series of three lectures that I gave atthe Max-Planck
Institute for Graviational Physics (Einstein Institute) in October 2006. The aim was
to explain the basic ideas and applications of homology and cohomology theories
for manifolds. The lectures were aimed at an audience with noprior knowlegde
of algebraic topology but it is assumed that the reader knowsabout manifolds and
differential forms up to the Stokes’ theorem.
Given the very short amount of time I had to be very selective and could not give
complete proofs for any of the deeper results. The idea was more to give the stu-
dents a first working knowledge of (co-) homology. To encourage active participa-
tion some exercises have been included in the lectures.
I am grateful to the participants of this course for lively discussion. Special thanks
go to Florian Hanisch who wrote a first draft of these notes andproduced most
illustrations.

Potsdam, November 2006,

Christian Bär
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1 Introduction

Topology, nowadays a huge field, is the science of topological spaces and contin-
uous maps. We will restrict ourselves to manifolds and smooth maps even though
much of what we will do would, when suitably modified, work as well in a larger
context. We will learn about two theories, de Rham cohomology and simplicial
homology. The definition of de Rham cohomology is based on analysis, more pre-
cisely, on partial differential equations and differential forms. Simplicial homology
on the other hand is combinatorial in nature and based on decomposing the space
into simple pieces, so-called simplices. It will turn out that both theories are dual to
each other which is quite remarkable. This says in particular that non-integrability
of certain partial differential equations has its only cause in the combinatorial com-
plexity of the underlying space.
In topology one tries to answer the following type of questions:

Question 1. Are the manifoldsM1 andM2 diffeomorphic?

M1 = S1 × R = M2 = R2 \ {0} =

Answer. Yes, here is a diffeomorphism:M1 →M2, (θ, t) 7→ et · θ.

Question 2. Are the manifoldsM1,M2 andM3 diffeomorphic?

M1 = S2 = M2 = T 2 =

M3 = F2 :=

Answer. No, they are pairwise non-diffeomorphic. However, at the moment we
are unable to prove this. The fact that we do not find a diffeomorphism does not
mean there is none.
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Heuristically, the reason forM1, M2, andM3 being pairwise non-diffeomorphic
is that they have a different number of “holes”. This argument needs to be made
precise.

Question 3. Are R2 andR3 diffeomorphic?

Answer. No, because they have different dimension.
That was easy, wasn’t it? But what about

Question 4. Why must diffeomorphic manifolds have equal dimension?

Indeed, this needs justification.
The aim will be to find invariants that may distinguish non-diffeomorphic mani-
folds. In particular, we will show that the dimension is suchan invariant.

2 De Rham Cohomology

2.1 Definitions

Question 5. Does the PDE {
∂f
∂x

= y2,
∂f
∂y

= x,

have a solutionf ∈ C∞(R2,R)?

Answer. No, because if it did have a solutionf , then its differential would be

ω := df =
∂f

∂x
dx+

∂f

∂y
dy = y2dx+ xdy

and hence

0 = ddf = dω = 2ydy ∧ dx+ dx ∧ dy = (1 − 2y)dx ∧ dy 6= 0,

a contradiction.

Question 6. Does∂f
∂x

= y, ∂f
∂y

= x have a solution?

Answer. Again, we compute the differential of a possible solutionf ,

ω̃ := df = ydx+ xdy.

This timedω̃ = dy ∧ dx + dx ∧ dy = 0, so no contradiction arises. Indeed,
f(x, y) = xy is a solution.
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Question 7. Does ∂f
∂x

= − y
x2+y2 ,

∂f
∂y

= x
x2+y2 have a solutionf ∈ C∞(R2 \

{0},R)?

Answer. For the differential of a hypothetical solutionf we have

ω̂ := df = −
y

x2 + y2
dx+

x

x2 + y2
dy

and hencedω̂ = 0. So there is no immediate contradiction. Nevertheless, there is
no solution.

Exercise 1. Why not?

These examples show that in order to have a solutionf to the PDEdf = ω for
givenω the integrability conditiondω = 0 must hold. In general, this integrability
condition is not sufficient however. The following lemma says that for open balls
the integrability condition is the only obstruction to find solutions.

Lemma 1 (Poincaré Lemma). If M is diffeomorphic to an open ball, then for
ω ∈ Ωk(M), k ≥ 1 :

dω = 0 ⇔ ∃η ∈ Ωk−1(M) : dη = ω

Now letM be ann-dimensional manifold and consider the sequence of exterior
derivatives on differential forms

0 // Ω0(M)
d // Ω1(M)

d // Ω2(M)
d // · · ·

d // Ωn(M) // 0

We haved ◦ d = 0. Put

Zk(M) := ker(d : Ωk(M) → Ωk+1(M)) (closedk-forms)

Bk(M) := im(d : Ωk−1(M) → Ωk(M)) (exactk-forms)

Both Zk(M) andBk(M) are linear subspaces ofΩk(M). Now d2 = 0 implies
(and is indeed equivalent to)Bk(M) ⊂ Zk(M). Thus we may define

Definition 2. The quotient space

Hk
dR(M) :=

Zk(M)

Bk(M)

is called thekth de Rham cohomology of M .

Remark 3. If M is diffeomorphic to an open ball, then the Poincaré lemma says
Zk(M) = Bk(M) for all k ≥ 1, i. e.Hk

dR(M) = 0 for all k ≥ 1.
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Remark 4. H1
dR(M) measures the extent to which the integrability condition

dω = 0 of the PDEdf = ω fails to be sufficient for its solvability.

Definition 5. bk(M) := dimHk
dR(M) ∈ {0, 1, 2, . . . ,∞} is called thekth Betti

number of M .

If M is ann-dimensional manifold,n ≥ 1, then the vector spacesΩk(M),Zk(M),
andBk(M) are always infinite dimensional for0 < k ≤ n. The quotient space
Hk

dR(M) is sometimes finite dimensional, sometimes infinite dimensional. It will
turn out that for compactM the Betti numbers are always finite.
In the simplest case,k = 0, de Rham cohomology is easily understood. Clearly
we have

Z0(M) =
{
f ∈ Ω0(M)

∣∣ df = 0
}

= {locally constant functions onM}

and
B0(M) = 0.

Therefore

H0
dR(M) = Z0(M) = {locally constant functions onM}

and hence
b0(M) = # connected components ofM.

So far we have associated to each manifold certain vector spaces, its de Rham co-
homologies. Now we also associate something to smooth maps between manifolds.
Let f : M → N be a smooth map. There is a linear mapf∗ : Ωk(N) → Ωk(M),
calledpull-back. Locally, it is given by

f∗
(∑

i1···ik

ωi1···ikdx
i1 ∧ · · · ∧ dxik

)
=
∑

i1···ik

(ωi1···ik ◦ f)df i1 ∧ · · · ∧ df ik

wheref i = xi ◦f denotes theith component off with respect to local coordinates
x1, . . . , xn onN . A somewhat tedious computation yields

Lemma 6. The following diagram commutes:

Ωk(N)
f∗

//

d
��

Ωk(M)

d
��

Ωk+1(N)
f∗

// Ωk+1(M)
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Corollary 7. We have f∗(Zk(N)) ⊂ Zk(M) and f∗(Bk(N)) ⊂ Bk(M) and we
thus get a linear map

f∗ : Hk
dR(N) → Hk

dR(M),

[ω] 7→ [f∗ω].

Here and in the following[ω] denotes the cohomology class of the closed formω.
We have associated to any smooth map between two manifolds linear maps be-
tween their cohomologies in all degrees. It should be emphasized that the direction
“gets reversed”. Whilef mapsM to N the corresponding linear mapsf∗ map
Hk

dR(N) to Hk
dR(M). This is why de Rham cohomology is called cohomology

rather than homology.

Lemma 8 (Functoriality Properties).

(1) M
f
→ N

g
→ P ⇒ (g ◦ f)∗ = f∗ ◦ g∗

(2) (idM )∗ = idHk
dR

(M)

The proof of this lemma is not too hard. While (2) is trivial (1) is a consequence of
the chain rule for the differential of the composition of twomaps.

Example 9. Let us determine the induced map in a simple example. Let

M1 = {pt} and

M2 = D2
1 ⊔D2

2 ⊔D
2
3

where theD2
j are disjoint2-dimensional open disks. The mapf sendsM1 to a

point in the first componentD2
1, say.

b

b

M1

︸ ︷︷ ︸
= M2

f

Denote byωj : M2 → R the function, which takes the value 1 onD2
j and 0

otherwise. Then(ω1, ω2, ω3) is a basis forZ0(M2) = H0
dR(M2). For the linear

map
f∗ : H0

dR(M2)︸ ︷︷ ︸
∼=R3

→ H0
dR(M1)︸ ︷︷ ︸
∼=R1
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we havef∗ω1 = ω1 ◦ f = 1 andf∗ω2 = f∗ω3 = 0. Thereforef∗ is given by
the matrix(1, 0, 0). Observe that the precise point to whichf sendsM1 does not
matter; it is only important thatM1 is mapped to the first component. Iff mapsM1

to the second componentD2
2, then the induced map on0th de Rham cohomology

is given by the matrix(0, 1, 0), similarly for the third component.

Remark 10. If M is the disjoint union ofl manifolds,M = M1 ⊔ · · · ⊔Ml, then
we get an isomorphism

Hk
dR(M) ∼= Hk

dR(M1) ⊕ · · · ⊕Hk
dR(Ml),

[ω] 7→ [ω|M1
] ⊕ · · · ⊕ [ω|Ml

].

Definition 11. Smooth mapsf, g : M → N are calledhomotopic (f ≃ g), if there
exists a smooth mapF : M × [0, 1] → N such that

f(x) = F (x, 0)

g(x) = F (x, 1)

for all x ∈M .

This means that the mapf can be smoothly deformed into the mapg.

Example 12. LetM = N = Dn ben-dimensional open balls, letf = idM and
let g be the constant mapg = 0. Thenf ≃ g becauseF (x, t) := (1 − t)x defines
a homotopy. Clearly,F is smooth inx andt and fort ∈ [0, 1] andx ∈ Dn we have
F (x, t) ∈ Dn.

Lemma 13. If f ≃ g : M → N , then f∗ = g∗ : Hk
dR(N) → Hk

dR(M) for all k.

Example 9 is a good illustration for this homotopy invariance of the maps induced
in cohomology.

Definition 14. Two manifoldsM andN are calledhomotopy equivalent (M ≃ N )
if there exist smooth mapsf : M → N andg : N → M such thatg ◦ f ≃ idM

andf ◦ g ≃ idN .

Clearly, if M andN are diffeomorphic (M ≈ N ), then they are also homotopy
equivalent. The converse is not true:

Example 15.Dn ≃ {pt} because we have the maps

f : {pt} → Dn g : Dn → {pt}

pt 7→ 0 x 7→ pt
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satisfyingg ◦ f = id{pt} andf ◦ g = 0 ≃ idDn by Example 12. This example
shows drastically that the dimension of a manifold is not a homotopy invariant,
i. e. homotopy invariant manifolds may have different dimensions. In order to
distinguish homotopy inequivalent spaces we need other invariants. Here they are:

Corollary 16. If M ≃ N , then Hk
dR(M) ∼= Hk

dR(N) and therefore bk(M) =
bk(N) for all k.

Proof. Choosef : M → N and g : N → M such thatg ◦ f ≃ idM and
f ◦ g ≃ idN . Then by functorialityg∗ ◦ f∗ = (f ◦ g)∗ = (idN )∗ = idHk

dR
(N) and

f∗◦g∗ = · · · = idHk
dR

(M). Thereforef∗ is an isomorphism with(f∗)−1 = g∗.

Example 17. Observe that

Dn ≃ pt ⇒ Hk
dR(Dn) ∼= Hk

dR(pt) ∼=

{
R if k = 0

0 otherwise

The fact thatHk
dR(Dn) = 0 for k ≥ 1 is precisely the statement of the Poincaré

lemma.

2.2 Mayer-Vietoris Sequence

Next we develop a tool to compute the de Rham cohomology of more complicated
spaces by decomposing them into simpler parts. We start withsome algebraic
remarks. A sequence of vector spaces and linear maps

0 // V1
ϕ1

// V2
ϕ2

// · · ·
ϕl−1

// Vl
// 0 (1)

is calledexact if ker(ϕk+1) = im(ϕk) for all k. In particular,ϕ1 is injective and
ϕl−1 is surjective. In this case, we have for finite dimensional spacesVj

l∑

j=1

(−1)j dimVj = 0. (2)

This can be proven by induction onl. In casel = 1 we have0 → V1 → 0 hence
V1 = 0. For l = 2 we have0 → V1

ϕ
−→ V2 → 0 so thatϕ must be injective and

surjective. ThusV1
∼= V2 and thereforedimV1 = dimV2.

If we write (2) in the form
∑

j evendimVj =
∑

j odddimVj , then it makes sense
and is true also for possibly infinite dimensional spaces. Inparticular, if all but one
of the vector spaces in the exact sequence (1) are finite dimensional, then they must
all be finite dimensional.
Back to topology letM be a manifold andU, V open subsets ofM such that
U ∪ V = M .
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U ∩ V

︸ ︷︷ ︸
= U ︸ ︷︷ ︸

= V
The inclusion maps

jU : U →֒M iU : U ∩ V →֒ U

jV : V →֒M iV : U ∩ V →֒ V

induce maps on differential forms. The pull-back of a differential form along an
inclusion map is of course nothing but the restriction of thedifferential form.

Lemma 18. The sequence

0 // Ωk(M)
j∗U⊕j∗V // Ωk(U) ⊕ Ωk(V )

i∗U−i∗V // Ωk(U ∩ V ) // 0

is exact for every k.

Proof. SinceU ∪ V = M , j∗U ⊕ j∗V is injective because any differential form on
M is determined by its restrictions toU andV . This shows exactness atΩk(M).
Furthermore, it is obvious from the definition thatim(j∗U ⊕ j∗V ) = ker(i∗U − i∗V ).
Namely, two forms onU andV respectively are restrictions of a form onM if
and only if they conincide on the intersectionU ∩ V . This proves exactness at
Ωk(U) ⊕ Ωk(V ).
The only non-trivial part of the proof is to show exactness atΩk(U ∩ V ). We have
to show that every form onU ∩ V can be written as the difference of a form on
U and one onV . Choose a partition of unity subordinated toU, V , that is, two
smooth functionsρU , ρV : M → [0, 1] such that

ρU |U\V = 0 ρU |V \U = 1

ρV |U\V = 1 ρV |V \U = 0

ρU + ρV = 1 on all ofM
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U

V

ρU

ρV0

1

Given ω ∈ Ωk(U ∩ V ) the form ρU · ω can be extended smoothly by0 to all
of U . This way we obtainω′ ∈ Ωk(U) with i∗Uω

′ = ρU · ω. Similarly, we get
ω′′ ∈ Ωk(V ) with i∗V ω

′′ = ρV · ω. Then we have onU ∩ V

ω = (ρU + ρV )ω = i∗Uω
′ − i∗V (−ω′′)

showing thati∗U − i∗V is onto.

This lemma has an important consequence.

Theorem 19(Mayer-Vietoris). Let M be an n-dimensional manifold. Then there
is an exact sequence of de Rham cohomologies:

0 // H0
dR(M)

j∗U⊕j∗V // H0
dR(U) ⊕H0

dR(V )
i∗U−i∗V // H0

dR(U ∩ V )
UTRS

?>89
δ0

// H1
dR(M) // · · ·

· · · // Hn−1
dR (U ∩ V )

UTRS

?>89
δn−1

// Hn
dR(M)

j∗
U
⊕j∗

V // Hn
dR(U) ⊕Hn

dR(V )
i∗
U
−i∗

V // Hn
dR(U ∩ V ) // 0

Here theconnecting homomorphism δk : Hk
dR(U ∩V ) → Hk+1

dR (M) is defined by
the following procedure using the exact sequence in Lemma 18:

(1) For a class inHk
dR(U ∩ V ) choose a representativeω ∈ Zk(U ∩ V ), i. e.,

the class is given by[ω].

(2) Choose a preimageϕ = (ϕ1, ϕ2) ∈ Ωk(U)⊕Ωk(V ) of ω, i. e.,ω = i∗Uϕ1−
i∗V ϕ2.
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(3) Apply d, dϕ = (dϕ1, dϕ2) ∈ Ωk+1(U) ⊕ Ωk+1(V ).

(4) Choose a preimageη ∈ Ωk+1(M) of dϕ, i. e.,dϕ1 = j∗Uη anddϕ2 = j∗V η.

(5) Thenη turns out to be closed,η ∈ Zk+1(M), and we take its cohomology
class inHk+1

dR (M),
δk([ω]) := [η]

Of course, one has to check that this definition is meaningful. More precisely, one
has to show that all choices can be made (e. g. in step (4) one must show thatdϕ
lies in the image of the mapj∗U ⊕ j∗V ) and one must make sure that the resulting
cohomology class[η] in the end is independent of the choices. This being done
one has to prove exactness of the Mayer-Vietoris sequence. All this is entirely
algebraic and straightforward and uses only the fact that deRham cohomology is
defined using the exterior differential on forms and Lemmas 6and 18. This method
of proof is also known asabstract nonsense.

Example 20. We use the Mayer-Vietoris sequence to determine the Betti numbers
of the spheres.

(1) SinceS0 = {−1, 1} is 0-dimensional and has two connected components
we have

bk(S0) =

{
2 if k = 0

0 otherwise

(2) To treatS1 we cover it by two subsetsU andV both being diffeomorphic
to an open intervalD1 such that their intersection consists of two connected
components both being diffeomorphic to open intervals.

S1 =

U

V

U ≈ V ≈ D1 U ∩ V ≈ D1 ⊔D1

Thus b0(S1) = b0(U) = b0(V ) = 1 and b0(U ∩ V ) = 2. Moreover,
b1(U) = b1(V ) = b1(D1) = 0. From Remark 10 we concludeb1(U ∩V ) =
b1(D1 ⊔D1) = b1(D1) + b1(D1) = 0. The only Betti number that needs to
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be computed isb1(S1). This is done using the Mayer-Vietoris-sequence,

R
≀

R ⊕ R
≀

R ⊕ R
≀

0 // H0
dR(S1) // H0

dR(U) ⊕H0
dR(V ) // H0

dR(U ∩ V )
MLJK

?>89
// H1

dR(S1) // H1
dR(U) ⊕H1

dR(V ) // H1
dR(U ∩ V ) // 0

0 0

Since the alternating some of the dimensions of the vector spaces in an exact
sequence is0 we have

0 = b0(S1) − (b0(U) + b0(V )) + b0(U ∩ V )

−b1(S1) + (b1(U) + b1(V )) − b1(U ∩ V )

= 1 − (1 + 1) + 2 − b1(S1) + (0 + 0) − 0

= 1 − b1(S1).

Thereforeb1(S1) = 1 and we have

bk(S1) =

{
1 if k = 0, 1

0 otherwise

(3) For the Betti numbers ofSn with n ≥ 2 we will get

bk(Sn) =

{
1 if k = 0, n

0 otherwise

We show this by induction onn. CoverSn by twon-disks

U

V

Sn = U ∪ V

U ≈ V ≈ Dn ≃ pt

U ∩ V ≈ Sn−1 × (−ǫ, ǫ) ≃ Sn−1

Fork ≥ 2 the following piece of the Mayer-Vietoris sequence

Hk−1
dR (U) ⊕Hk−1

dR (V ) // Hk−1
dR (U ∩ V ) //

≀

Hk
dR(Sn) // Hk

dR(U) ⊕Hk
dR(V )

0 Hk−1
dR (Sn−1) 0
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yields an isomorphismHk−1(Sn−1) ∼= Hk(Sn) and therefore computes all
bk(Sn) inductively for k ≥ 2. SinceSn is connected forn ≥ 1 we have
b0(Sn) = 1. Finally, to determineb1(Sn) for n ≥ 2 we look at the initial
part of the Mayer Vietoris sequence

R
≀

R ⊕ R
≀

R
≀

0 // H0
dR(Sn−1) // H0

dR(U) ⊕H0
dR(V ) // H0

dR(U ∩ V )
MLJK

?>89
// H1

dR(Sn) // H1
dR(U) ⊕H1

dR(V )

0

From the alternating sum formula for the dimensions in exactsequences we
concludeb1(Sn) = 0.

These computations show that the Betti numbers of spheres ofdifferent dimensions
are different. Hence we have

Corollary 21. The following statements are equivalent:

(1) Sn ≃ Sm

(2) Sn ≈ Sm

(3) n = m

This reasoning cannot work forRn instead ofSn becauseRn ≃ Rm ≃ {pt} for
anyn andm. But

Rn ≈ Rm ⇒ Sn−1 ≃ Rn \ {0} ≈ Rm \ {0} ≃ Sm−1

⇒ Sn−1 ≃ Sm−1

⇒ n− 1 = m− 1

So Euclidean spaces are always homotopy equivalent but theyare diffeomorphic
only if they have equal dimension. Now we are ready to show that in general
diffeomorphic manifolds must have the same dimension.

Corollary 22. If M and N are diffeomorphic, then dim(M) = dim(N).

Proof. Write dim(M) = m, dim(N) = n and supposeM ≈ N . We fix a point
q ∈ N and choose a chart aboutq, i. e., an open neighborhood ofq diffeomorphic to
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Dn. We may and will assume thatq maps to the origin0 ∈ Dn. Let p ∈M be the
preimage ofq under the diffeomorphism fromM toN . We choose a neighborhood
of p in M diffeomorphic toDm. Without loss of generality we assume that this
neighborhood is so small that it maps into the chart aboutq. This yields an open
subsetU ⊂ Dn containing the origin such thatU ≈ Dm.

b

b

b

b

M N

Dm Dn

≈

≈≈

U
0

qp

0

DenotingḊn := Dn \ {0}, we have

Dn = U ∪ Ḋn

Ḋn = Dn \ {0} ≃ Sn−1

U ∩ Ḋn = U \ {0} ≈ Dm \ {0} ≃ Sm−1

Fork ≥ 1 the Mayer-Vietoris sequence

Hk
dR(Dn) // Hk

dR(U) ⊕Hk
dR(Ḋn) //

≀

Hk
dR(U ∩ Ḋn) //

≀

Hk+1
dR (Dn)

0 0 Hk
dR(Sn−1) Hk

dR(Sm−1) 0

yieldsHk(Sm−1) ∼= Hk(Sn−1), hencem− 1 = n− 1.

Remark 23. Corollary 22 can be shown more directly by analytic methods.If there
is a diffeomorphismf : M → N , then its differentialdf at a pointp ∈ M maps
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the tangent spaceTpM isomorphically onto the tangent spaceTf(p)N . Therefore
the tangent spaces have equal dimension and so do the manifolds.
The argument given here does not use the definition of de Rham cohomology but
only certain properties such as the Mayer-Vietoris sequence. It therefore works also
with many other cohomology theories having the same properties. In particular,
it can be used to prove that homeomorphic topological manifolds have the same
dimension. In this context the analytic methods would not beavailable.

Exercise 2.LetM be ann-dimensional manifold,n ≥ 2, and letṀ := M \{pt}.
Show that

bk(M) = bk(Ṁ) for k 6= n, n− 1

provided all Betti numbers are finite. Moreover, show that either

bn(Ṁ) = bn(M) − 1 andbn−1(M) = bn−1(Ṁ) or

bn−1(Ṁ) = bn−1(M) + 1 andbn(M) = bn(Ṁ).

Hint: Apply the Mayer-Vietoris sequence toM = Ṁ ∪Dn.

Exercise 3. Show by example that both cases occur.

2.3 Poincaŕe Duality & K ünneth Formula

The pairing

Ωk(M) × Ωl(M) → Ωk+l(M),

(ω, η) 7→ ω ∧ η,

yields a bilinear map on cohomology,

Hk
dR(M) ×H l

dR(M) → Hk+l
dR (M),

([ω], [η]) 7→ [ω ∧ η].

First, one needs to check that ifω andη are closed, so isω ∧ η. This follows from

d(ω ∧ η) = dω︸︷︷︸
=0

∧η + (−1)kω ∧ dη︸︷︷︸
=0

= 0.

Then one checks that altering the closed forms by exact ones alters the wedge
procduct also by an exact form. This is a consequence of

(ω + dϕ) ∧ (η + dψ) = ω ∧ η + ω ∧ dψ + dϕ ∧ η + dϕ ∧ dψ

= ω ∧ η + (−1)kd(ω ∧ ψ) + d(ϕ ∧ η) + d(ϕ ∧ dψ)

= ω ∧ η + d((−1)kω ∧ ψ + ϕ ∧ η + ϕ ∧ dψ).
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This bilinear map is super-commutative, i. e.,ω ∧ η = (−1)klη ∧ ω.
If M is compact and oriented,n = dimM , then

Hn
dR(M) → R,

([ω]) 7→

∫

M

ω,

is a well-defined linear map because by Stokes’ theorem we have
∫

M

(ω + dϕ) =

∫

M

ω +

∫

∂M=∅
ϕ =

∫

M

ω

Theorem 24(Poincaré Duality). If M is a compact and oriented manifold, then the
bilinear map

Hk
dR(M) ×Hn−k

dR (M) → R

([ω], [η]) 7→

∫

M

ω ∧ η

is non-degenerate.

Corollary 25. For such M we have bk(M) = bn−k(M).

Example 26. bn(Sn) = b0(Sn) = 1. We see that the spheres have the smallest
possible Betti numbers that a compact and orientable manifold can have.

Example 27. bn(Rn) = 0 6= 1 = b0(Rn), but this is not a contradiction sinceRn

is not compact.

Definition 28. For a compact manifoldM the number χ(M) :=∑n
k=0(−1)kbk(M) is called theEuler characteristic of M .

Example 29.

χ(Sn) =

{
2 if n is even

0 if n is odd

Corollary 30. If M is compact, orientable, and odd-dimensional, then χ(M) = 0.

Proof. Sinceb0(M)−bn(M) = b1(M)−bn−1(M) = · · · = 0 by Poincaré duality
we have

χ(M) = b0(M) − b1(M) ± . . .+ bn−1(M) − bn(M) = 0.

16



Next we will compute the Betti numbers of a product of two manifolds M and
N . Let πM : M × N → M andπN : M × N → N the canonical projections.
Similarly to the pairing defined above,

Ωk(M) × Ωl(N) → Ωk+l(M ×N),

(ω, η) 7→ π∗Mω ∧ π∗Nη,

gives a bilinear mapHk
dR(M) ×H l

dR(N) → Hk+l
dR (M ×N).

Theorem 31(Künneth Formula). The mapHk
dR(M)×H l

dR(N) → Hk+l
dR (M×N)

yields an isomorphism

Hp
dR(M ×N) ∼=

⊕

k+l=p

Hk
dR(M) ⊗H l

dR(N).

Hence
bp(M ×N) =

∑

k+l=p

bk(M)bl(N).

Example 32.For the2-dimensional torusM = T 2 = S1 × S1 =

we have b0(T 2) = 1 becauseT 2 is connected. By Poincaré dual-
ity b2(T 2) = b0(T 2) = 1. The Künneth formula givesb1(T 2) =
b0(S1)b1(S1) + b1(S1)b0(S1) = 2. From b1(S2) = 0 6= 2 = b1(T 2) we
conclude thatS2 andT 2 cannot be homotopy equivalent. In particular, they are
not diffeomorphic.

Exercise 4. Compute the following table (by induction ong):

b0(Fg) b1(Fg) b2(Fg) χ(Fg)

1 2g 1 2 − 2g

where

17



F0 = S2 =

F1 = T 2 =

F2 =

...

Fg = b b b

b b b

g times (g = genus)

In particular,Fg ≈ Fh ⇐⇒ Fg ≃ Fh ⇐⇒ g = h.

Corollary 33. For any two compact manifolds M and N we have

χ(M ×N) = χ(M)χ(N).

Proof. Using the Künneth formula we compute

χ(M)χ(N) =
(∑

k

(−1)kbk(M)
)(∑

l

(−1)lbl(M)
)

=
∑

kl

(−1)k+lbk(M)bl(N)

=
∑

p

(−1)p
∑

k+l=p

bk(M)bl(M)

︸ ︷︷ ︸
=bp(M×N)

= χ(M ×N).

Exercise 5. Computebk(T n) for all k andn.

3 Simplicial Homology

Next we describe simplicial homology. Again, we will associate vector spaces to
manifolds. This time they are based on decomposing the manifold into simplices.

18



3.1 Definitions

Definition 34. (1) v0, . . . , vk ∈ RN are said to bein general position if they are
not contained in a(k − 1)-dimensional affine subspace ofRN .

b

b b b

b

b

in general
position

not in general
position

(2) If v0, . . . , vk are in general position, then the convex hull

|v0 · · · vk| :=






k∑

j

ajvj

∣∣∣∣∣∣
aj ≥ 0,

∑

j

aj = 1






is called ak-simplex.

(3) If ∅ 6= {w0, . . . , wl} ⊂ {v0, . . . , vk}, then |w0 · · ·wl| is called aface of
|v0 · · · vk|.

b

b b

0-face 1-face

2-simplex

Definition 35. A setK of simplices inRN is called a(Euclidean) simplicial com-
plex, if

(1) for each simplex inK all faces are also inK,

(2) for anyσ, τ ∈ K the intersectionσ ∩ τ is either empty or is a common face
of σ andτ ,

b

b

allowed

σ

τ

not allowed

σ

τ
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(3) for anyx ∈ RN there exits a neighborhoodU of x in RN which meets only
finitely many simplices.

b b b b b b

b

b bb

b bb

allowed

not allowed

Example 36(Tetrahedron inR3).

v0

v1
v2

v3

In this example

K =

{
|v0|, |v1|, |v2|, |v3|︸ ︷︷ ︸

0-dim. simplices

, |v0v1|, |v0v2|, |v0v3|, |v1v2|, |v1v3|, |v2v3|︸ ︷︷ ︸
1-dim. simplices

,

|v0v1v2|, |v0v1v3|, |v0v2v3|, |v1v2v3|︸ ︷︷ ︸
2-dim. simplices

}
.

This defines a 2-dimensional simplicial complex.

Definition 37. If K is a simplicial complex, then we call

|K| :=
⋃

σ∈K

σ

its geometric realization.

We think of |K| as of the actual geometric object which we want to study while
K itself is the combinatorial description telling us how to manufacture|K| out of
simplices.
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Let v0, . . . , vk be in general position. Two orderings of{v0, . . . , vk} are called
equivalent, if they are transformed into each other by an even permutation. For
example,

(v1, v0, v2) ≁ (v0, v1, v2) ∼ (v1, v2, v0)

An equivalence class of orderings of{v0, . . . , vk} is called anorientation of
{v0, . . . , vk} (and also of|v0, . . . , vk|).

b b

b

v0 v1

v2

The simplex |v0 · · · vk| together with the orientation given by the ordering
(v0, . . . , vk) will be denoted by〈v0 · · · vk〉. For the converse orientation we write

−〈v0 · · · vk〉 := 〈v1v0v2 · · · vk〉

Let K be a simplicial complex. Equip each simplex inK with an orientation and
let

Ck(K,R) :=






m∑

j=1

ajσj

∣∣∣∣∣∣
aj ∈ R, σj ∈ K simplex of dimensionk,m ∈ N






Ck(K,R) is an R-vector-space with basis given by allk-dimensional simplices
in K. An element ofCk(K,R) is called ak-chain. We can think of ak-chain
as a decoration of the orientedk-dimensional simplices with certain real numbers
where only finitely many are allowed to be non-zero. For example,

b

b b

a3

a1

a2

For anyk define theboundary map as the linear map

∂ : Ck(K,R) → Ck−1(K,R)
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given on the basis vectors by

∂(〈v0 · · · vk〉) :=

k∑

j=0

(−1)j〈v0 · · · v̂j · · · vk〉.

b b

b

v0 v1

v2

+1-1

+1

Lemma 38. ∂ ◦ ∂ : Ck(K,R) → Ck−2(K,R) is zero for all k.

Proof.

∂∂〈v0 · · · vk〉

= ∂
k∑

j=0

(−1)j〈v0 · · · v̂j · · · vk〉 =
k∑

j=0

(−1)j∂〈v0 · · · v̂j · · · vk〉

=

k∑

j=0

(−1)j




j−1∑

i=0

(−1)i〈v0 · · · v̂i · · · v̂j · · · vk〉 +

k∑

i=j+1

(−1)i−1〈v0 · · · v̂j · · · v̂i · · · vk〉





=
∑

i<j

(−1)i+j〈v0 · · · v̂i · · · v̂j · · · vk〉 −
∑

j<i

(−1)i+j〈v0 · · · v̂j · · · v̂i · · · vk〉

= 0

In contrast to the case of de Rhamcohomology, where thed-Operator increases the
degree of forms, the∂-operator defined above decreases the degree of chains. We
have

0 C0(K,R)oo C1(K,R)
∂oo C2(K,R)

∂oo · · ·
∂oo

We define the vector space ofboundaries,

Bk(K,R) := im(∂ : Ck+1(K,R) → Ck(K,R)),
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and the vector space ofcycles,

Zk(K,R) := ker(∂ : Ck(K,R) → Ck−1(K,R)).

Again,∂ ◦ ∂ = 0 impliesBk(K,R) ⊂ Zk(K,R) so that we can define

Definition 39. The vector space

Hk(K,R) :=
Zk(K,R)

Bk(K,R)

is called thekth simplicial homology of K. Its dimensions

bk(K,R) := dimHk(K,R) ∈ {0, 1, 2, . . . ,∞}

are again calledBetti numbers.

Obviously, ifK consists of finitely many simplices, thenCk(K,R) is finite dimen-
sional. HenceZk(K,R),Bk(K,R), andHk(K,R) are then also finite dimensional.

Example 40(Homology for the tetrahedron). Let K be the tetrahedron from Ex-
ample 36. The boundary map∂1 : C1(K,R) → C0(K,R) is easily seen to be
given by the matrix





−1 −1 −1 0 0 0

1 0 0 −1 −1 0

0 1 0 1 0 −1

0 0 1 0 1 1




.

In particular,rk(∂1) = 3 and thereforedimB0(K,R) = 3 anddimZ1(K,R) =
dimC1(K,R) − rk(∂1) = 6 − 3 = 3. Thus

b0(K,R) = dimH0(K,R)

= dimZ0(K,R) − dimB0(K,R)

= dimC0(K,R) − dimB0(K,R)

= 4 − 3 = 1.

The boundary map∂2 : C2(K,R) → C1(K,R) is given by the matrix




1 1 0 0

−1 0 1 0

0 −1 −1 0

1 0 0 1

0 1 0 −1

0 0 1 1





.
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Thusrk(∂2) = 3, hencedimB1(K,R) = 3. Therefore

b1(K,R) = dimH1(K,R)

= dimZ1(K,R) − dimB1(K,R)

= 3 − 3 = 0.

Moreover, dimZ2(K,R) = dimC2(K,R) − rk(∂2) = 4 − 3 = 1 and
dimB2(K,R) = 0, thusb2(K,R) = 1. We have shown

bk(K,R) =

{
1 if k = 0, 2

0 otherwise

We observe that the Betti numbersbk(K,R) coincide with the Betti numbers based
on de Rham cohomology for the2-sphereS2. Moreover,S2 and |K| are homeo-
morphic via central projection.

Exercise 6. Computebk and basis vectors forHk for

b b

b

b

b

Exercise 7. Do the same for

b b

b

b

b

3.2 De Rham’s theorem

Definition 41. LetM be a manifold, letK be a simplicial complex. Then a home-
omorphismh : |K| → M such that the restriction ofh to each simplex is smooth
is called asmooth triangulation of M .

One can show that any compact (smooth) manifold can be triangulated by a finite
simplicial complex.
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Question 8. How doesHk
dR(M) relate toHk(K,R), whereK is a simplicial com-

plex which triangulatesM?

Let h : |K| →M be a smooth triangulation ofM . Then there is a bilinear map

Ωk(M) × Ck(K,R) → R,

(ω, σ) 7→

∫

σ

h∗ω.

It induces a bilinear map on cohomology and homology respectively. Namely:

• If ω = dη, then by Stokes’ theorem

(dη, σ) 7→

∫

σ

h∗dη =

∫

σ

dh∗η =

∫

∂σ

h∗η.

Therefore,(dη,
∑

i aiσi) 7→ 0 provided
∑

i aiσi ∈ Zk(K,R). This shows
that the pairing is well-defined onHk

dR(M) × Zk(K,R).

• Similarly, if σ = ∂τ andω ∈ Zk(M,R), then again by Stokes’ theorem,

(ω, σ) = (ω, ∂τ) =

∫

∂τ

h∗ω =

∫

τ

dh∗ω =

∫

τ

h∗( dω︸︷︷︸
0

) = 0.

Therefore, we obtain a well-defined map

Hk
dR(M) ×Hk(K,R) → R,

([ω], [σ]) 7→

∫

σ

h∗ω.

Theorem 42(de Rham). This bilinear map is non-degenerate, i. e.,

Hk
dR(M) → Hk(K,R)∗,

[ω] 7→

(
[σ] 7→

∫

σ

h∗ω

)
,

is an isomorphism. In particular, bk(M) = bk(K,R).

Remark 43. If M is compact, then letK be a finite simplicial complex triangulat-
ingM . Thenbk(K,R) <∞, hencebk(M) <∞ for all k.
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Remark 44. For the Euler characteristic of a triangulated compact manifold M
we compute

χ(M) =
∑

k

(−1)kbk(M)

=
∑

k

(−1)kbk(K,R)

=
∑

k

(−1)k (dim ker ∂k − dim im∂k+1)

=
∑

k

(−1)k dimker ∂k +
∑

k

(−1)k+1 dim im∂k+1

=
∑

k

(−1)k dimker ∂k +
∑

k

(−1)k dim im∂k

=
∑

k

(−1)k dim(Ck(K,R))

=
∑

k

(−1)k#(k-dimensional simplices)

Example 45. If K is a simplicial complex triangulatingS2, then

#vertices− #lines+ #triangles= χ(S2) = 2. (3)

In particular, ifK is a finite 2-dimensional simplicial complex with|K| ⊂ R3

such that|K| bounds a convex domain, then central projection yields a smooth
triangulationh : |K| → S2. Hence (3) holds. Besides the tetrahedron this applies
e. g. to the octahedron and the icosahedron.

octahedron icosahedron

For other convex polyhedra like the cube the results seem notto apply because
the2-dimensional faces are squares not triangles so that the cube does not define
a simplicial complex. But we can subdivide each2-dimensional face by adding a
diagonal. This yields a simplicial complex to which (3) applies.
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cube cube, subdivided

This adding of diagonals increases the number of1-dimensional and2-dimensional
faces by the same amount. Hence this new contribution cancelles in (3). Therefore
(3) applies to the (original) cube as well. Similar reasoning shows that it applies to
all convex polyhedra inR3, e. g. to the dodecahedron. The formula

#vertices− #lines+ #triangles= 2

for convex polyhedra is much older than homology theory. It is known asEuler’s
formula.

Remark 46. In the definition ofHk(K,R), the coefficient ringR can be replaced
by any commutative ring with unit. Popular choices areQ, C, Z, andZ/2. For the
comparison with de Rham cohomology we have to use real coefficients because
differential forms naturally form a real vector space. It should be mentioned that
simplicial homology with integral coefficients contains sometimes more informa-
tion than the one with real coefficients; theHk(K,R) can always be computed out
of theHk(K,Z) but not conversely.

4 Further reading

There are many good introductions to algebraic topology. Ifthe focus should be on
manifolds - as in these notes - then I can recommend [1, 2, 3, 5]. They all introduce
various (co-) homology theories on manifolds and explain lots of applications. A
rather encyclopedic account of algebraic topology can be found in [4].
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5 Solutions to the exercises

Exercise 1. Let c : [0, 2π] → R2, c(t) = (cos(t), sin(t)), be the loop winding
around the origin once. We compute

∫

c

ω̂ =

∫ 2π

0

(
−

sin(t)

sin(t)2 + cos(t)2
d cos(t) +

cos(t)

sin(t)2 + cos(t)2
d sin(t)

)

=

∫ 2π

0

(
sin(t)2 + cos(t)2

)
dt = 2π.

If ω̂ = df had a solutionf , then we would get
∫

c

ω̂ =

∫

c

df = f(c(2π)) − f(c(0)) = f(1, 0) − f(1, 0) = 0,

a contradiction.

Exercise 2. Removing a point from a manifold of dimension at least2 does not
change the number of connected components, hence

b0(M) = b0(Ṁ ).

We will apply the Mayer-Vietoris sequence for the open coverof M by Ṁ and an
n-dimensional ballDn containing the point that has been removed. We observe
that Ṁ ∩ Dn = Ḋn ≃ Sn−1. For k = 1 < n − 1 the Mayer-Vietoris sequence
yields

R
≀

R
≀

0 // H0
dR(M) // H0

dR(Ṁ) ⊕H0
dR(Dn) // H0

dR(Ṁ ∩Dn)
MLJK

?>89
// H1

dR(M) // H1
dR(Ṁ) ⊕H1

dR(Dn) // H1
dR(Ṁ ∩Dn)

0 0.

Therefore0 = b0(M)− (b0(Ṁ)+1)+1−b1(M)+(b1(Ṁ)+0), henceb1(M) =
b1(Ṁ).
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For2 ≤ k < n− 1 the Mayer-Vietoris sequence yields

0
MLJK

?>89
// Hk

dR(M) // Hk
dR(Ṁ ) ⊕Hk

dR(Dn) // Hk
dR(Ṁ ∩Dn)

0 0

thusbk(M) = bk(Ṁ ). To computebk(M) for k = n − 1 andk = n we look at
the final part of the Mayer-Vietoris sequence,

0
MLJK

?>89
// Hn−1

dR (M) // Hn−1
dR (Ṁ) ⊕ 0 // R

MLJK

?>89
// Hn

dR(M) // Hn
dR(Ṁ ) ⊕ 0 // 0

This impliesbn−1(M)− bn−1(Ṁ )+1− bn(M)+ bn(Ṁ) = 0. It also implies that
Hn−1

dR (M) → Hn−1
dR (Ṁ) is injective, hencebn−1(M) ≤ bn−1(Ṁ ). Moreover, it

shows thatHn
dR(M) → Hn

dR(Ṁ) is onto, thusbn(M) ≥ bn(Ṁ ). Therefore,

−bn−1(M) + bn−1(Ṁ)︸ ︷︷ ︸
≥0

+ bn(M) − bn(Ṁ)︸ ︷︷ ︸
≥0

= 1.

This proves the claim.

Exercise 3.ForM = Rn we havebn−1(M) = bn(M) = 0 andṀ ≃ Sn−1, hence
bn−1(Ṁ ) = 1 andbn(Ṁ) = 0.
For M = Sn we havebn−1(M) = 0 and bn(M) = 1 while Ṁ ≈ Rn (via
stereographic projection), hencebn−1(Ṁ) = bn(Ṁ) = 0.

Exercise 4.All surfacesFg are connected, henceb0(Fg) = 1. By Poincaré duality
b2(Fg) = 1. It remains to computeb1(Fg). We know the result already forg = 0
andg = 1.
To procede inductively letg ≥ 2. We coverFg by two open subsetsU andV such
thatU ≈ Ḟg−1, V ≈ Ṫ 2, andU ∩V ≈ S1 ×D1 ≃ S1. Heuristically,U covers the
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first g − 1 “holes” whileV covers the last “hole”. The Mayer-Vietoris sequence is
now given by

0 // R // R ⊕ R // R
MLJK

?>89
// H1

dR(Fg) // H1
dR(Ḟg−1) ⊕H1

dR(Ṫ 2) // R
MLJK

?>89
// H2

dR(Fg) // H2
dR(Ḟg−1) ⊕H2

dR(Ṫ 2) // 0.

Thus
b1(Fg) = b1(Ḟg−1) − b2(Ḟg−1) + b1(Ṫ 2) − b2(Ṫ 2).

From Exercise 2 and by induction we know thatb1(Ḟg−1) − b2(Ḟg−1) =
b1(Fg−1)− b2(Fg−1) + 1 = 2(g − 1). Similarly, b1(Ṫ 2)− b2(Ṫ 2) = 2. The result
follows.

Exercise 5.We claim thatbk(T n) is given by the binomial coefficient

(
n

k

)

. For

n = 1 we haveT 1 = S1 and the result is known. We procede by induction onn
using the Künneth formula.

bk(T n) = bk(T n−1 × S1)

=
∑

i+j=k

bi(T n−1) · bj(S1)

= bk(T n−1) · 1 + bk−1(T n−1) · 1

=

(
n− 1

k

)

+

(
n− 1

k − 1

)

=

(
n

k

)

Exercise 6.For definiteness we give the vertices names,

b b

b

b

b

v0 v2 v4

v1 v3
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ThenC0 has the basis〈v0〉, . . . , 〈v4〉 andC1 has the basis〈v0v1〉, 〈v1v2〉, 〈v2v0〉,
〈v2v3〉, 〈v3v4〉, 〈v4v2〉. With respect to this basis the boundary map∂ : C1 → C0

is given by the matrix




−1 0 1 0 0 0

1 −1 0 0 0 0

0 1 −1 −1 0 1

0 0 0 1 −1 0

0 0 0 0 1 −1





This matrix has rank4. Its kernel has basis vectors(1, 1, 1, 0, 0, 0)⊤ and
(0, 0, 0, 1, 1, 1)⊤ . HenceH1 = Z1 has dimensionb1 = 2 and the basis vectors
〈v0v1〉 + 〈v1v2〉 + 〈v2v0〉 and〈v2v3〉 + 〈v3v4〉 + 〈v4v2〉.
Moreover,b0 = dimH0 = dimZ0 − dimB0 = dimC0 − dimB0 = 5 − 4 = 1.
Since the vector(1, 1, 1, 1, 1)⊤ does not lie in the image of the matrix, the element
〈v0〉 + 〈v1〉 + 〈v2〉 + 〈v3〉 + 〈v4〉 ∈ C0 represents a basis vector inH0.

Exercise 7. The discussion ofH0 is the same as in Exercise 6, i. e.,b0 = 1 and
〈v0〉 + 〈v1〉 + 〈v2〉 + 〈v3〉 + 〈v4〉 ∈ C0 represents a basis vector inH0.
But now we also have to consider the boundary map∂ : C2 → C1. There is only
one2-simplex, namely〈v2v3v4〉. HenceC2 is 1-dimensional with basis〈v2v3v4〉.
The boundary map∂ : C2 → C1 satisfies

∂〈v2v3v4〉 = 〈v3v4〉 − 〈v2v4〉 + 〈v2v3〉

= 〈v3v4〉 + 〈v4v2〉 + 〈v2v3〉.

In particular,b2 = dimZ2 = 0 andb1 = dimZ1 − dimB1 = 2 − 1 = 1. The
element〈v0v1〉 + 〈v1v2〉 + 〈v2v0〉 ∈ C1 represents a basis vector ofH1.
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